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Abstract

Purpose of the article: The issue of capital or financial structure is still a very current topic, the 
beginning of which dates back to the middle of the last century. Despite such a long time, there 
is still no universal theory that would help us understand the behaviour of companies in this 
area. This is due to the fact that each industry, sector, economy, and even the company itself has 
a different strategy, and therefore a different financial structure. Unfortunately, it is not possible 
for researchers to analyse all the companies in the world individually, but it is at least possible 
to examine individual industries and economies. The purpose of this research is to expand 
knowledge about the financial structure in the industry – Accommodation and Food Service 
activities in 8 selected countries of Central and Eastern Europe during the period 2010–2018. 
A total of 23,991 companies are analysed, which are divided into medium and large. Due to 
the fact that research in this industry in selected economies was not found, this research could 
significantly expand knowledge about the financial structure in selected economies and the 
sizes of companies individually.
Methodology/methods: Two methods were chosen to meet the aim – the least squares method 
and the Generalized Method of Moments. It is a comparison of two regression analyses, a 
simple one, in which several assumptions must be met, and a modified one, in which only one 
test follows to verify the credibility of the resulting model.
Scientific aim: The aim of this research is to determine whether profitability, liquidity, asset 
structure, non-debt tax shield, the GDP growth rate, inflation rate, and reference interest rate 
affect the level of total, long-term and short-term debt.
Findings: The main finding of the research is the limitation in the use of the least squares 
method in terms of fulfilling the basic assumptions and the fact that both internal and external 
determinants have an influence on the formation of financial structure, however, in terms of 
significance, the influence of external determinants clearly prevails.
Conclusions: The main conclusion is that non-corporate determinants have the most significant 
impact on the level of indebtedness, with the influence of the reference interest rate clearly 
dominating in terms of the value of coefficients; while in terms of the frequency of coefficients 
the GDP growth rate is significant.

Keywords: Financial structure, profitability, liquidity, non-debt tax shield, asset structure, 
GDP, inflation, interest rate.

JEL classification: G30, G32
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Introduction

The length of the lifecycle of individual 
companies always depends on the amount of 
funds available to the company and can thus 
finance its business and investment activities. 
Financial sources can be divided according 
to various aspects, while the two basic ones 
are in terms of time (short-term and long-
-term) and ownership (own and debt). This 
breakdown can be found in the basic financi-
al statement – balance sheet, on the liabilities 
side, where these funds form the capital or 
financial structure. The key concept for this 
research is the financial structure, which, 
unlike the capital structure, which includes 
only long-term sources of financing, inclu-
des all sources of financing.

The issue of shaping and optimising the 
financial structure began to be explored at 
the beginning of the last century. Since then, 
economists have been trying to answer the 
question: “What is the right ratio of own and 
debt sources of funding?” To date, no uni-
versal theory has been found that tells us 
how companies choose a specific financial 
structure. According to Myers (2001), this 
may be due to the fact that countless factors 
influence the formation of the financial struc-
ture. Therefore, new and new studies deal-
ing with this issue are constantly emerging, 
attempting to find that universal theory. The 
only thing so far from previous research is 
that the formation of the financial structure 
depends on the size of the companies, indus-
tries, countries, and the size of the analysed 
sample.

All the mentioned facts are the motivation 
for this research, which deals with the Ac-
commodation and Food Service activities in-
dustry in eight selected countries of Central 
and Eastern Europe. The main benefit should 
be the dissemination of knowledge in the 
field of financial structure for specific econ-
omies, which are not examined so frequent-
ly. The dissemination of knowledge lies in 
the fact that selected countries are analysed 

individually from the perspective of the in-
dustry and their size. The companies anal-
ysed are divided into medium and large, with 
each country and size forming one panel 
(two panels per country), which may not be 
a matter of course. This will give us slightly 
more detailed results than if we combined all 
the countries into a single panel. At the same 
time, the authors did not find any study that 
would deal with this industry in the given 
economies. The authors found several stud-
ies involving this industry, but the researches 
were either focused on a different economy 
as in the case of Bhaird, Lucey (2010) for 
Ireland, Mangafić, Martinović (2015) for 
Bosnia and Herzegovina, Li, Singal (2019) 
for United States, Sikveland et al. (2022) for 
Norway. Or the researches included selected 
industry in one panel together with a number 
of other industries, and therefore we cannot 
see the effects of determinants on the finan-
cial structure directly in this industry – for 
example in studies of Šarlija, Harc (2012), 
Mateev et al. (2013), Strýčková (2015), Lou-
renço, Oliveira (2017), Yildirim et al. (2018), 
Matemilola et al. (2018), Matemilola et al. 
(2019), or Moradi, Paulet (2019). Thus, there 
is a considerable scope for researchers to ex-
amine the industry separately and in all se-
lected economies. The analysis of industry 
Accommodation and Food Service activities 
is part of broader research, which focuses 
on individual industries, primarily from the 
primary, secondary and tertiary economic 
sectors. The benefit is also the size of the an-
alysed sample consisting of almost 24,000 
companies, all of which are found in the Or-
bis database for the selected industry. Last but 
not least, the research attempts to compare 
two selected methods, namely simple panel 
regression (least squares method) and mod-
ified panel regression using the Generalised 
Method of Moments. This is an example of 
the fact that basic statistical methods with all 
plausibility tests may not always be the right 
choice and another method can be found and 
used (especially in the field of finance).
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This paper is organised as follows. Section 
1 defines earlier research on the financial 
structure and selected determinants put for-
ward by this study. Section 2 presents the re-
search methodology, data, and variables and 
provides the characterisation of the indus-
try, examined economies, and endogenous 
variable. Section 3 describes the results of 
the analysis of variable dependencies using 
the least squares method and Generalized 
Method of Moments. Section 4 presents the 
conclusions.

1.  Literature overview

Forming and optimising the financial structu-
re of a company is a demanding activity due 
to the number of determinants that can have 
a significant impact on this process. We can 
divide these determinants into in-house and 
out-of-company. The first group of determi-
nants is based on the internal environment of 
the company and is in a position to influence 
these determinants. In this research, we will 
rank profitability, liquidity, asset structure, 
and non-debt tax shield. The second group 
of determinants consists of factors that come 
from the external environment of the compa-
ny and are often macroeconomic indicators 
whose impact cannot be influenced by the 
company. From this group of determinants, 
this research includes the GDP growth rate, 
the inflation rate and the reference interest 
rate of selected economies. In the following 
paragraphs, the assumptions and previous 
studies for the individual determinants will 
be mentioned in turn. Before searching the 
literature, it is worth mentioning that all 
determinants can have a positive and nega-
tive impact on the level of debt. Literature 
overview may only be a list of a few studies 
without further information, but the studies 
have been selected to include at least one of 
the selected economies, as most of the stu-
dies do. Unfortunately, for all determinants, 
there are no studies that have analysed selec-

ted countries, and therefore studies dealing 
with different economies are presented also 
(especially for external determinants). It was 
important to find out what researches have 
revealed so far and what results can be ex-
pected. Therefore, it is irrelevant to provide 
more detailed information for the studies, 
as the impact of a spoecific determinant on 
the level of indebtedness is important. The 
rationale for the impacts must be determined 
by each researcher; it does not matter how 
the identified impacts were justified by other 
authors in in the different samples analysed.

It was stated in the Introduction that there 
is room for research in a selected industry in 
selected economies. The literature overview 
confirms this statement, as we can see that 
the studies end in 2017. Thus, there is room 
for new research in these economies as well, 
as most of these studies relate to selected 
economies and we see that the studies are 
rather outdated.

At the beginning of this part, it is appro-
priate to briefly mention the fundamental 
studies, as the assumptions of some determi-
nants are derived from them. As mentioned 
in the introduction to the article, economists 
have been working on the issue of financial 
structure since the beginning of the last cen-
tury, with “The Cost of Capital, Corporation 
Finance and the Theory of Investment” by 
Modigliani, Miller (1958) being considered 
a key study. This study has become a basic 
source followed by all other economists. At 
the same time, two basic theories of capi-
tal structure emerged from this study, i.e. 
the trade-off theory and pecking order the-
ory. In the trade-off theory, Brealey et al. 
(2020) seek the optimum of capital structure 
through a balance between the tax advantage 
of debt and the cost of financial distress. In 
the pecking order theory, Myers (1984) cre-
ates a hierarchy of sources of funding, con-
cluding that equity should be preferred to 
external ones. These two basic theories are 
then followed by other authors and extended. 
As the number of studies grows, so do the 
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number of known determinants, the number 
of countries studied, and the industry.

The positive impact of profitability on the 
level of debt is linked to the above-men-
tioned trade-off theory (Brealey et al., 2020), 
which states that if companies are more prof-
itable, their financial distress costs decrease, 
which reduces the likelihood of bankruptcy 
and companies are more attractive for lend-
ing. This relationship has been confirmed 
by Klapper et al. (2002), Pinková (2012), 
Aulová, Hlavsa (2013) and Mokhova, 
Zinecker (2013) for Slovenian companies, 
and Růčková (2015a, 2015b, 2017) in the 
Czech Republic and Hungary. The negative 
impact of profitability, on the other hand, 
is associated with the pecking order theory 
(Myers, 1984), which argues that as profits 
grow, so do its various parts, such as retained 
earnings, which are a cheap means of financ-
ing. This link is far more common in previ-
ous research. The negative link also prevails 
when divided into total, long-term and short-
term debt. This association was stated by Niv-
orozhkin (2002, 2005), Bauer (2004), Weill 
(2004), Črnigoj, Mramor (2009), Hernádi, 
Ormos (2010, 2012), Hanousek, Shamshur 
(2011), Jõeveer (2013), Mateev et al. (2013), 
Mokhova, Zinecker (2013), Prędkiewicz, 
Prędkiewicz (2015), and Růčková (2015b, 
2017) for Poland and Slovakia.

The positive impact of liquidity on the 
level of debt is associated with the amount 
of liquid assets (e.g. marketable securities, 
bills of exchange), which can be sold rela-
tively easily in the event of an unfavourable 
period. However, in order for a company to 
sell such assets, it must own a certain amount 
of those assets. Unfortunately, illiquid assets 
(e.g. fixed assets) are difficult to sell and 
their sale usually carries a higher loss. At 
the same time, it should apply in the case of 
(non)liquid assets, liquid assets should be fi-
nanced by debt, illiquid assets with equity. 
This impact is supported by the results of, for 
example, Williamson (1988), Shleifer, Vish-
ny (1992), Mateev et al. (2013) for long-term 

debt, and Růčková (2015b) for the Czech Re-
public. There are several explanations for the 
negative impact of liquidity. The basic expla-
nation is the potential conflict between man-
agers and owners in the event that if managers 
could freely dispose of corporate assets, they 
could expropriate the owners through a grad-
ual sale. The second and simpler explanation 
is that the more liquid the company’s assets, 
the more its debt would decrease, as higher 
liquidity can lead to low investment activi-
ties and therefore no debt financing is need-
ed. This influence is supported by the results 
of Myers, Rajan (1998), Morellec (2001), 
Frieder, Martell (2006), De Jong et al. (2008), 
Lipson, Mortal (2009), Mateev et al. (2013) 
for short-term debt, Pinková (2012), Aulová, 
Hlavsa (2013), and Růčková (2015b) for Po-
land and Slovakia.

The impact of the asset structure depends 
on the selected variables, the form of in-
debtedness and certain special cases. As for 
the variable, the most common indicator is 
the share of tangible fixed and total assets. 
Tangible fixed assets are used because they 
are assets that are used as collateral to ob-
tain debt financing. Therefore, the more such 
assets a company has, the more room it has 
for debt financing. According to a study by 
Titman, Wessels (1988), intangible assets are 
not used as collateral and, moreover, as has 
been said for liquidity, these assets are very 
difficult to sell in the event of existential prob-
lems. In terms of the form of indebtedness, 
long-term debt is expected to have a positive 
impact, given that fixed assets (e.g. real es-
tate, machinery) are usually used as collat-
eral. Conversely, short-term debt is expected 
to have a negative impact, as inventories and 
similar assets are not theoretically used as 
collateral, although of course there is collat-
eral in practice in the form of inventories or 
unmined minerals, etc. A positive impact can 
be found in Michaelas et al. (1999), Klapper 
et al. (2002), Nivorozhkin (2002), Delcoure 
(2007), De Jong et al. (2008), Hernádi, Or-
mos (2010, 2012), Kayo, Kimura (2011), 
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Mokhova, Zinecker (2013), and Vo (2017). 
On the other hand, there are studies by 
Klapper et al. (2002), Nivorozhkin (2002), 
Bokpin (2009), Mokhova, Zinecker (2013), 
and Vo (2017). The latter are special cases in 
which the previous assumption settings may 
differ slightly. The first case is the financial 
system of the analysed economy, because in 
the case of a financial system oriented to fi-
nancial markets, the collateral cannot be ex-
pected, as it is used only in bank-oriented fi-
nancial systems, as stated by Antoniou et al. 
(2008) and Acedo-Ramírez, Ruiz-Cabestre 
(2014). The size of the company also has a 
significant effect on the assumptions, as large 
amounts of tangible assets are usually held 
by medium-sized and especially large com-
panies, as stated by Michaelas et al. (1999), 
Klapper et al. (2002), Onofrei et al. (2015) 
and Lourenço, Oliveira (2017). Last but not 
least, it depends on the choice of the sector 
examined, as sectors with a large amount of 
inventories, such as agriculture or construc-
tion, should not, in theory, use stocks as col-
lateral; as reported by Aulová, Hlavsa (2013) 
and Růčková (2015a).

The non-debt tax shield is considered a 
substitute for the tax shield and should re-
duce the level of debt compared to it. This 
expectation stems from a variable consisting 
of depreciation, which acts as an own source 
of financing that can be used for corporate 
financing. A negative relationship has been 
confirmed, for example, by Michaelas et al. 
(1999), Wald (1999), Klapper et al. (2002), 
Song (2005), Hernádi, Ormos (2012), and 
Acedo-Ramírez, Ruiz-Cabestre (2014). The 
positive impact on the level of debt is ex-
plained either by the equality of deprecia-
tion with the value of tangible fixed assets 
(if there are almost same values, companies 
would rather use fixed assets as collateral 
than depreciation) or by the existence of dif-
ferences in tax regulations in the countries 
analysed. Delcoure (2007), Hernádi, Ormos 
(2010), Aulová, Hlavsa (2013), and Mokho-
va, Zinecker (2013) found a positive effect.

The development of the economic cycle 
is linked to the impact of the development 
of the GDP growth rate on the level of debt. 
The positive impact of GDP on debt can be 
explained, for example, by the period of eco-
nomic growth, when, in addition to the econ-
omy, profits to individual companies usually 
grow and everyone has optimistic expecta-
tions, so creditors are willing to lend to al-
most anyone and debt can rise. In a reces-
sion, the opposite is true. The positive impact 
was confirmed in these studies, e.g. Gajurel 
(2006), Hanousek, Shamshur (2011), Salehi, 
Manesh (2012), Çekrezi (2013), Mursalim, 
Kusuma (2017), and Yinusa et al. (2017). 
The economic cycle can also explain the 
negative impact of GDP growth on the level 
of debt. At the beginning of the paragraph, 
we mentioned that in a period of economic 
growth, companies usually grow profits that 
can be used as their own source of financing 
for investment activities, and therefore there 
is no need for debt financing. The negative 
impact has been confirmed, for example, by 
Cheng, Shiu (2007), Gajurel (2006), Bastos 
et al. (2009), Bokpin (2009), Hanousek, 
Shamshur (2011), Jõeveer (2013), or 
Mursalim, Kusuma (2017).

The impact of the inflation rate on the 
level of debt is also expected to differ with 
regard to the form of debt. Long-term debt 
is expected to have a negative impact, as 
the inflation rate should reduce existing 
debt together with a decline in the real in-
terest rate. This relationship can be found, 
for example, in Gajurel (2006), Cheng, Shiu 
(2007), Jõeveer (2013), Mokhova, Zinecker 
(2014), or Öztekin (2015). Short-term debt 
is expected to have a positive impact, given 
that creditors can hedge against lower real 
interest rates, but the hedging is short-term. 
This relationship can be found in Hanousek, 
Shamshur (2011), Mokhova, Zinecker 
(2014), and Yinusa et al. (2017).

The influence of the price of external 
sources of financing can be based on a logi-
cal assumption – the higher the interest rate 
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(debt financing costs), the more expensive 
and less preferred debt financing is, and vice 
versa. However, Yinusa et al. (2017) found 
other possible explanations, namely the im-
pact of the quality of the institutional, legal 
and regulatory environment. In their study, 
they divide economies into developed and 
developing. The result of the study is that de-
veloped economies have a high-quality insti-
tutional environment, good creditor protec-
tion and legal enforcement of liabilities, etc., 
while developing economies may lack qual-
ity in these areas. It follows that developed 
economies should have a positive impact and 
emerging economies a negative impact.

2.  Data and methodology

The subject of this research includes com-
panies classified in Section I – Accommo-
dation and Food Service activities according 
to the NACE classification. The input time 
series come from the Orbis and World Bank 
databases. A total of 23,991 companies were 
analysed, of which 22,973 are medium-sized 
and 1,018 are large and very large compa-
nies. The selected industry includes facilities 
that provide customers with short-term acco-
mmodation or the preparation of food, snacks 
and beverages for immediate consumption. 
The industry includes both accommodation 
and catering facilities, as the two activities 
are often combined in the same facility. The 
analysis covers the period 2010–2018.

Eight economies from Central and Eastern 
Europe were selected for the analysis of the 
selected industry, namely the Czech Republic 
(CZ), Slovakia (SK), Poland (PL), Hungary 
(HU), Austria (AT), Slovenia (SI), Bulgaria 
(BG), and Romania (RO). These countries 
belong to the so-called extended Visegrád 
Group. It might seem that Austria, Slovenia, 
Bulgaria, and Romania are not members of 
the original V4, but these countries are very 
often associated with this group, as repre-
sentatives of these countries attend various 
meetings of this group and cooperate with 
it in different areas (e.g. ministry of agricul-
ture, energy, climate policy, or territorial de-
velopment coordination). It is clear from the 
values of economic indicators that, for ex-
ample, the Austrian economy is somewhere 
other than the Romanian or Bulgarian econo-
my in terms of the level of indicators, but it is 
a relatively well-established merger of these 
economies into an extended Visegrád Group, 
whose companies have therefore become the 
subject of this research. At the same time, the 
countries concerned were selected due to the 
lack of studies within these countries for the 
sector.

The aim of this research is to determine 
whether profitability, liquidity, asset struc-
ture, non-debt tax shield, the GDP growth 
rate, inflation rate and reference interest 
rate affect the level of total, long-term and 
short-term debt. With regard to the literature 
search, the following two research questions 
were formulated:

Table 1.  Expected impacts of individual determinants on the amount of individual forms of debt.
Total debt Long-term debt Short-term debt

Profitability – – –

Liquidity – – –

Asset structure –/+ + –

Non-debt tax shield – – –

GDP growth rate –/+ + –

Inflation rate –/+ – +

Reference interest rate – – –

Source: authors’ calculations.
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 ● Are there differences in impacts in terms 
of the different maturities of the used fun-
ding sources?

 ● What impact does the price of financial ex-
ternal sources have on the used sources of 
financing?
Due to the literature search of previous 

studies, we can create assumptions of the re-
sulting impacts for individual determinants 
within the research questions. The examined 
companies belong to the group of medium 
and large companies, so there is no need to 
divide the assumptions according to the size 
of the companies, as there should be no dif-
ference between these companies. Table 1 
shows the expected impacts for each deter-
minant. A sign “+” indicates a positive im-
pact of a given determinant on the level of 
the selected form of indebtedness, while a 
sign “–” indicates a negative impact and a 
sign “–/+” indicates the possibility of both 
positive and negative impact.

3.1  Variables
In the Results section, several variables are 
used within the least squares method and the 
Generalized Method of Moments, which will 
be described in this subchapter. The endoge-
nous variable is represented by debt, which 
comes in three forms. Total debt (DER) is the 
ratio of total liabilities to equity. Long-term 
(DER_L) and short-term (DER_S) debt di-
ffer from total debt in that, instead of total 
liabilities, there are long-term or short-term 
liabilities.

The right side of the regression equations 
is made up of seven exogenous variables that 
take the form of individual determinants. 
Profitability takes the form of a return on eq-
uity (ROE), which in this case is the ratio of 
earnings before interest and taxes and equi-
ty. Profit before tax was selected to abstract 
from divergent taxation, as each of the eight 
selected economies has a different tax policy. 
The L2 indicator (quick ratio) was selected 
from the liquidity indicators, i.e. the ratio of 
current assets adjusted for inventories and 

short-term liabilities. The structure of as-
sets can also be expressed by a number of 
indicators. In this research, this is the most 
common share of tangible fixed and total as-
sets. The non-debt tax shield is represented 
by the ratio of depreciation and total assets. 
The remaining three variables represent the 
external environment of companies and are 
the GDP growth rate at market prices, the in-
flation rate and the reference interest rate of 
the given economy.

3.2  Methodology
Two methods were chosen to analyse the in-
fluence of individual determinants on the le-
vel of debt, both of which are regression ana-
lyses. In the first case, it is the least squares 
method and in the second case it is the Gene-
ralized Method of Moments (GMM), which 
is a modified basic regression analysis. The 
article tries to compare these two methods 
with regard to the difficulty of verifying their 
results from the point of view of plausibili-
ty. The resulting models of the least squares 
method must meet several basic assumptions 
and tests, while the GMM method only ne-
eds to perform a single test after analysis.

The default equation for both methods 
looks like this:

 Yit = α0 + β1·ROEit + β2·L2it + β3·SAit + β4·NDTSit 
+ β5·GDPit + β6·INFit + β7·IRit + εit  (1);

where:
Yit  characterizes endogenous 

variables, i.e. debt in three forms 
(DERit, DER_Lit, DER_Sit), where 
DER denotes the debt-to-equity 
ratio for the i-th number of 
companies in a given economy in 
a particular sector during period t 
(2010–2018);

α  constant;
ROE  return on equity;
L2  liquidity – quick ratio;
SA asset structure;
NDTS non-debt tax shield;
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GDP GDP growth rate;
INF inflation rate;
IR reference interest rate;
ε random component, which 

includes all other factors that 
affect the amount of debt.

The following two subchapters will men-
tion the basic characteristics of the two se-
lected methods.

3.2  Least squares method
The results of the least squares method need 
to be verified by some tests and at the same 
time the time series should meet certain spe-
cifics.

The input time series should be stationary, 
which means that their probability distribu-
tion is constant over time. A number of tests 
can be used to verify this assumption; in this 
research, the Augmented Dickey-Fuller test 
is used, whose null hypothesis states that 
there is a unit root that indicates non-station-
arity. The resulting p-value can be tested at 
the most common values of significance lev-
els 0.01 and 0.05. If the resulting p-value is 
smaller, the null hypothesis is rejected and 
the time series is stationary (Enders, Lee, 
2012).

A normal distribution of residues in time 
series is also assumed. According to Asteriou, 
Hall (2021), residues should be independent 
and identically distributed with a mean of 
zero. Determination of skewness and sharp-
ness values is often used to assess normal 
distribution, but complex tests such as the 
Jarque-Bera test can also be used. The null 
hypothesis of this test states a normal distri-
bution of residues. The resulting p-value can 
be tested again on the most common values 
of significance levels 0.01 and 0.05. If the 
resulting p-value is higher, the null hypothe-
sis cannot be rejected and the residues have a 
normal distribution.

As for the tests after the compilation and 
acquisition of the resulting models, the ba-
sic test to verify the overall significance of 

the model is the F-statistics. This test tests 
whether an endogenous variable is a linear 
combination of selected functions of an ex-
ogenous variable. The null hypothesis states 
that the regression parameters are zero and 
there is no statistically significant relation-
ship between the endogenous and exogenous 
variables, i.e. the regression model is inap-
propriately selected. The resulting p-value 
can be tested at the most common values of 
significance levels 0.01 and 0.05. If the re-
sulting p-value is smaller, the null hypothesis 
is rejected and the regression model is cho-
sen correctly (Jamshidian et al., 2007).

Another assumption concerns multicol-
linearity, which means a correlation between 
exogenous variables. It is necessary to per-
form a correlation analysis if we have more 
than one exogenous variable in the mod-
el. If the correlation coefficient is high, the 
quality of the regression model is reduced. 
A value of –0.9 or 0.9 is considered high in 
many studies. A correlation coefficient that 
reaches such a value indicates that one of 
the exogenous variables is redundant in the 
model. The presence of multicollinearity can 
cause an artificial increase in the coefficient 
of determination, which would state that the 
model explains more of the behaviour of the 
endogenous variable, when in fact it would 
not. There are several correlation coeffi-
cients, in this research Pearson’s correlation 
coefficient will be used, which characterises 
only the linear relationship, in other words it 
reflects only the variability around the linear 
trend. The coefficient can take values in in-
terval <–1; 1> (Asteriou, Hall, 2021).

Serial independence states that residues are 
independently distributed and not correlated. 
A frequently used test to verify autocorrela-
tion is Durbin-Watson statistic, whose null 
hypothesis states that there is no autocor-
relation between residues (Yin, 2020). The 
resulting p-value can be tested at the most 
common values of significance levels 0.01 
and 0.05. If the resulting p-value is higher, 
the null hypothesis cannot be rejected and 
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the residues are not autocorrelated. In addi-
tion to using p-value results, the value of the 
coefficients of this statistic can be used. The 
coefficients are in the interval <0; 4> and 
ideally the value of the coefficient should be 
as close as possible to 2. If the value is less 
than 2, it is called a positive autocorrelation; 
conversely, if the value is greater than 2, it is 
a negative autocorrelation. However, a val-
ue of 2 is very rarely obtained, so research-
ers use certain intervals within which it is 
claimed that residues are not autocorrelat-
ed. There is no given interval, we can find 
e.g. these intervals: <1.8; 2.2> or <1.6; 2.4> 
(Asteriou, Hall, 2021).

The last basic assumption is homoskedas-
ticity, whose null hypothesis states that the 
variance of residues is constant. To verify 
this assumption, tests are used to detect the 
presence of heteroskedasticity, which tells 
us that the dispersion of residues is not con-
stant. There are a number of tests, such as the 
Breusch-Pagan test, whose null hypothesis 
states homoskedasticity. The resulting p-val-
ue can be tested at the most common values 
of significance levels 0.01 and 0.05. If the 
resulting p-value is higher, the null hypothe-
sis cannot be rejected and the residues have 
normal variance (Greene, 2020).

Last but not least, another coefficient can 
be used to determine the quality of the re-
gression model, namely the determination 
coefficient (R2), which, as stated by Kurz-
Kim, Loretan (2014), expresses what pro-
portion of the variability of the endogenous 
variable the given model explains. The val-
ue of the coefficient should be in the range 
from 0 to 1. The higher the value we get, 
the better the model we hypothetically con-
structed. However, this indicator is not very 
reliable because it can be skewed, e.g. if we 
add more exogenous variables that are not 
necessarily related to the problem, it may 
seem that the model contains a lot of exog-
enous variables that explain the behaviour 
of the endogenous variable and the coeffi-
cient. The determination can be almost 1. A 

similar bias can be caused by the presence 
of multicollinearity.

3.2  Generalized method of moments
Simple panel regression is a suitable method 
with respect to the amount of input data. Ho-
wever, the often-used least squares method 
is not entirely appropriate, as the basic pre-
mise of this method is stationary time series, 
which macroeconomic series in particular 
may not meet, and thus we could elimina-
te some variables from our models (Průcha, 
2014).

Therefore, a modified panel regression 
was selected in the form of a two-stage Gen-
eralized Method of Moments (GMM) sys-
tem, the development of which had a major 
impact on research in finance. This method 
overcomes a number of limitations of other 
methods – for example, there is no need for 
the already mentioned stationary data, nor is 
there a need to create distribution assump-
tions, which means that variables can show 
serial correlation and conditional heteroske-
dasticity (Jagannathan et al., 2002).

The GMM method can be found for the first 
time in the studies: Arellano, Bond (1991), 
Arellano, Bover (1995), and Blundell, Bond 
(1998). These studies contain general as-
sumptions of this method: short time series 
and many observations, linear functional re-
lationship, one endogenous variable on the 
left that is dynamic depending on its past 
values, exogenous variables that may not 
be strictly exogenous (correlation with past 
or current errors), fixed individual effects 
and the mentioned autocorrelation and het-
eroskedasticity within individual observa-
tions, but not across them. The GMM model 
thus solves the endogeneity problem, which 
means the correlation between the explana-
tory variable and the error term (Roodman, 
2009).

The GMM method includes certain internal 
tools (lagged value of the dependent variable, 
internal transformation processes) in solving 
unobserved heterogeneity, simultaneity and 
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dynamic endogeneity, which are sources of 
endogeneity (Ullah et al., 2018).

The plausibility of the resulting model 
must always be tested with respect to the 
fact that variables can show autocorrela-
tion and heteroskedasticity. The presence 
of these phenomena can skew the results. 
There are several tools to test credibility. In 
this research, the Sargan test is used to show 
whether we achieve the same results with a 
slight change in parameters. If its final val-
ue is higher than 0.05, the model has been 
compiled correctly and we can interpret its 
results (Ullah et al., 2018).

It should be added that in this method there 
is a slight adjustment of the original initial 
equation (1), by adding the variable Yit–1 on the 
right side, which indicates the already men-
tioned lagged value of the dependent variable 
and is generated automatically by the model 
and allows modelling the mechanism of par-
tial adaptation in a dynamic model.

3.3  Economic development in individual 
countries

When we have characterised the industry, it 
is appropriate to characterise the develop-
ment in selected economies. Despite the fact 
that there are eight different countries and 
each of these countries has had a different 
development, there are several events that 
have affected all of these countries. These 
are key events that have affected the Europe-
an and world economy. The beginning of the 
period under review is associated with the 
repercussions of the global financial crisis of 
2008/2009. This crisis has turned into a glo-
bal economic crisis and few countries have 
remained untouched. In Europe, this crisis 
was followed by the debt crisis, which is 
mainly associated with the countries of sou-
thern Europe and Ireland. Other events were 
the global slowdown in economic growth in 
2012/2013 and the global decline in demand 
in 2018.

In addition to these very significant events, 
each of the selected countries had its own 

internal problems, which had a variety of 
impacts on economic development. Given 
that it is not clear at this time whether mac-
roeconomic determinants have an impact or 
not on the level of debt, the specific develop-
ment and problems of individual economies 
will be analysed and commented only if we 
obtain statistically significant coefficients for 
these variables.

Regarding the economic development in 
the selected eight economies, it can be said 
that despite the occurrence of certain prob-
lems in some economies, especially at the 
beginning of the analysed period, all of them 
showed more or less satisfactory economic 
growth during the period under review.

3.4   Development of endogenous variables 
in individual countries

Before interpreting the results, it is necessary 
to analyse the endogenous variable, i.e. debt. 
In Table 2 we can see the average values for 
medium and large companies in terms of 
non-current liabilities (NCL), current liabi-
lities (CL), debt, equity and debt-equity ratio 
(DER).

Non-current liabilities are composed of 
long-term liabilities of the company, which 
include long-term financial debts (e.g. loans, 
credits, or bonds), other long-term liabili-
ties (trade debts, group companies, pension 
loans, etc.), provisions (social security, tax-
es, etc.), and deferred taxes. Current liabil-
ities are composed of loans (e.g. to credit 
institutions, part of long-term financial debts 
payable within the year, bonds, etc.), debts 
to suppliers and contractors (trade creditors), 
and other current liabilities (pension, person-
nel costs, taxes, intragroup debts, accounts 
received in advance, etc.). Debt is then the 
sum of the non-current and current liabili-
ties. Equity includes capital and other share-
holders funds.

We will first look at the composition of li-
abilities. It can be observed in Table 2 that 
the composition of liabilities does not differ 
much with respect to the size of companies. 
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In all cases, long-term sources of financing 
predominate in large companies; for medi-
um-sized companies, it is similar except for 
Slovak and Hungarian companies, where 
short-term sources of financing predominate. 
On average, non-current liabilities account 
for 63 % and current liabilities for 37 % of 
total liabilities.

In terms of debt financing to equity ratio, 
debt financing prevails over equity on aver-
age, regardless of the size of the companies. 
For medium-sized companies, this method 
of financing accounts for an average of 67 
% of funding sources, while for large com-
panies only 56 %, however, for Polish, Slo-
venian, Romanian and Bulgarian companies, 
equity slightly predominates.

We see the debt-equity ratio values in the 
last two lines and we can observe differenc-
es. Apart from Czech large companies, large 
companies have a lower debt ratio, and even 
in the case of Polish, Slovenian, Romanian 
and Bulgarian companies, this value is less 
than the maximum recommended value of 
100 %. However, not a single value is in the 
range of 30–80 %, which is considered the 
optimal level of indebtedness based on the 
common practice of companies. It must be 
added that even higher values do not neces-
sarily mean existential problems for compa-
nies; it can only be a more aggressive finan-
cial policy.

4. Results and discussion

This section contains the results of certain 
methods and their interpretation. There are 
two methods chosen, the least squares me-
thod and the Generalized Method of Mo-
ments. This is a comparison of two types of 
regression analyses, with the first method 
involving five different tests to verify the 
accuracy and plausibility of the results, whi-
le the second method requires only one test. 
The use of these methods should indicate an 
occasional limitation when using regression 
analysis and that some modification can 
achieve better results. In the following two 
subchapters, the specific results of these me-
thods will be discussed on our data and with 
all the necessary tests.

4.1  Least squares method
This section includes the results of the least 
squares method and all the necessary tests to 
verify the plausibility of the resulting mo-
dels, which we can see in Tables 5 and 6. 
We will first analyse the results of each test 
and then interpret the results if the resulting 
models pass all tests and we can consider 
credible.

Table 3 shows the results of the Augment-
ed Dickey-Fuller test, which is used to verify 
the stationarity of time series. In order to sat-
isfy the condition of time series stationarity, 

Table 2.  The amount and composition of liabilities and financial structure.
CZ SK PL HU AT SI RO BG

NCL_mediumium 55 % 30 % 60 % 49 % 98 % 61 % 58 % 62 %

NCL_large 52 % 62 % 68 % 65 % 90 % 55 % 71 % 67 %

CL_medium 45 % 70 % 40 % 51 % 2 % 39 % 42 % 38 %

CL_large 48 % 38 % 32 % 35 % 10 % 45 % 29 % 33 %

Debt_medium 71 % 76 % 56 % 61 % 81 % 63 % 69 % 59 %

Debt_large 77 % 65 % 49 % 54 % 65 % 49 % 49 % 42 %

Equity_medium 29 % 24 % 44 % 39 % 19 % 37 % 31 % 41 %

Equity_large 23 % 35 % 51 % 46 % 35 % 51 % 51 % 58 %

DER_medium 251 % 309 % 130 % 157 % 428 % 172 % 228 % 143 %

DER_large 336 % 182 % 95 % 120 % 183 % 96 % 95 % 72 %

Source: authors’ calculations.
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the p-value must be less than the usual sig-
nificance level of 0.05. Time series that meet 
this condition are highlighted in bold. We see 
that in almost all cases the time series for the 
GDP growth rate, the inflation rate and the 
reference interest rate are not stationary, and 
therefore the first problem of all models al-
ready arises here. Time series would have to 
be either adjusted or deleted. However, if we 
removed them, we would not know whether 
these determinants affect the financial struc-
ture of companies. On the other hand, if we 
adjusted the time series (e.g. differentiation, 
logarithmisation etc.), the time series would 
probably become stationary, but the impact 
of the adjusted determinants would be diffi-
cult to explain and interpret.

Another test is the Jarque-Bera test to veri-
fy the normal distribution of data, the results 
of which are shown in Table 4. In order to 
satisfy the condition of time series stationar-
ity, the p-value must be higher than the usual 
significance level of 0.05. What is obvious 
from the table is the fact that not a single 
time series meets this condition, and the re-
sulting models are thus very burdened and 
untrustworthy by this shortcoming.

The test of stationarity and normality 
showed that the input assumptions are not 
met. The remaining tests from the Methodol-
ogy section are already linked to the resulting 
models. In Table 5 and 6, we see the results 
for individual types of companies within 
their size and at the same time for individual 
forms of debt. Each part for individual forms 
of debt consists of two parts. The first part 
contains regression coefficients for individu-
al determinants and a constant and their sta-
tistical significance. If we look at the statis-
tical significance of the coefficients, we see 
that we have obtained very few results from 
this method (bold highlighted), with most of 
the statistically significant coefficients relat-
ed to profitability, which is only one of the 
seven determinants analysed. Therefore, we 
did not get much out of the number of results 
obtained from the least squares method.

The second part contains the results of the 
remaining tests to verify the plausibility of 
the resulting regression models. We can first 
see the coefficients for the Durbin-Watson 
test (DW), which verifies the autocorrela-
tion of residues. The value of the coefficient 
should be as close as possible to the value 2. 
If the value was in the interval <0; 2) resi-
dues are positively autocorrelated; converse-
ly, if the value is in the interval (2; 4>, the 
residues are negatively autocorrelated. Ac-
cording to a test performed in Python, it can 
be seen that the values of the coefficients are 
between 1.9320 and 2.1470, which is not the 
value 2. As mentioned in the Methodology 
section, we get the value 2 very rarely, and 
therefore researchers use certain intervals 
within which residues are not autocorrelat-
ed. There is no given interval, we can find 
e.g. the following intervals: <1.8; 2.2> or 
<1.6; 2.4>. Our values are very close to 2 
and are in the first mentioned interval, and 
therefore the bold residues can be considered 
uncorrelated.

Next, we see the value of F-statistics 
(F-stat. p-value). If we compare its values 
with the most common level of significance 
0.05, then only 12 models out of 48 do not 
meet the criterion of a lower value than the 
selected level of significance. The models 
meeting this criterion have the F-stat. value 
highlighted in bold. Therefore, most regres-
sion models are constructed and selected 
correctly.

The F-statistic is followed by a coefficient 
of determination, which expresses what pro-
portion of the variability of the endogenous 
variable the given model explains. Here we 
will focus only on statistically significant 
models according to the results of F-statistics 
and at the same time, we will divide the com-
panies according to their size. Selected deter-
minants explain 0.20–31.80 % (on average 
6.74 %) of the corporate debt behaviour of 
medium-sized companies. On the other hand, 
these determinants explain 0.80–57.50 % 
(on average 17.58 %) of the corporate debt 
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behaviour of large companies. If we do not 
take into account the maxima, then less than 
7 and 18% is not a very high value. Although 
the models explain some of the corporate 
debt behaviour of selected companies, espe-
cially in medium-sized companies, the mod-
els do not explain anything.

Another test that we can observe in the 
second part is the Breusch-Pagan test (BP 
p-value) to verify the presence of heteroske-
dasticity. In order to satisfy the condition 
of Breusch-Pagan test, the p-value must be 
higher than the usual significance level of 
0.05. We see this condition that not even half 
of all the resulting models meet. Bold values 
indicate that this test has been completed. 
The presence of heteroskedasticity reduces 
the credibility of the models.

The last test is needed to verify multicol-
linearity. The correlation analysis is used to 
find out if there are unnecessarily many ex-
ogenous variables in the model. Some exog-
enous variables may develop similarly (e.g. 
macroeconomic time series) and therefore it 
is not necessary to include both time series in 
the model, as this could distort the resulting 
model and, for example, artificially increase 
the coefficient of determination. The correla-
tion coefficients should be in the range (–0.9; 
0.9) in order for this condition to be met and 
the model to be considered plausible. Since 
a total of 16 time series were analysed, 16 
correlation matrices were obtained from 
the correlation analysis, which can be seen 
in the Annex. We see that there are several 
conflicts (bold coefficients). This is usually 
a correlation between endogenous variables, 
which does not matter, as each form of debt 
examined separately and whether the forms 
of debt are correlated with each other is ir-
relevant. However, we can observe three 
cases where exogenous variables correlate 
with each other or indebtedness with an ex-
ogenous variable. These are Czech medi-
um-sized companies where there is a correla-
tion between profitability and the non-debt 
tax shield. One of these variables should be 

removed for the model accuracy. As part 
of the regression analysis, the non-debt tax 
shield was removed, which indicates the let-
ter X in Table 5. In the same table, we can 
see a second conflict, namely the correla-
tion between profitability and total debt/
long-term debt for Slovenian medium-sized 
companies. Therefore, profitability has been 
removed from the model for long-term and 
total debt, which again indicates the letter X.

An important conclusion of this section 
consists in the fact that although regression 
models may seem credible through F-statis-
tics, which for most models have confirmed 
that they are compiled correctly, the oppo-
site is true. After performing the basic tests, 
the models would have to be modified a lot, 
while some determinants would have to be 
removed, which would greatly change the 
original model and expectations. However, it 
may seem that we did not meet the assump-
tions that ensured that we did not reach any 
conclusions. The opposite is true, as the need 
to meet a number of requirements has shown 
well that this method is really very unsuit-
able for the analysis of corporate panel data.

4.2  Generalized method of moments
In Tables 7 and 8, we can see the results of 
panel regression using the GMM method for 
companies of both sizes. At first glance, it is 
clear from the tables that the results are not 
available for all countries, as the number of 
rows does not correspond to the numbers of 
selected economies. The reason is the fact that 
was discussed in the Methodology section, in 
which the Sargan test was mentioned, which 
serves to verify the plausibility of the resulting 
model with respect to the presence of autoco-
rrelation or heteroskedasticity. Economies wi-
thin the various forms of debt that we do not 
see in the tables did not pass this test – they 
did not exceed the limit of 0.05. The values 
for economies that have passed the Sargan test 
(J-stat.) can be seen in the last columns.

In the following paragraphs, the individu-
al influences of determinants for individual 
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companies will be analysed according to their 
size, but some results can be summarised for 
all companies together, because the values of 
coefficients reach very low values and in fact 
there is no significant effect on debt. This is 
lagged value of the debt. In terms of the rela-
tionship between current and past debt, a pos-
itive impact prevails in both size categories of 
companies. Given the size of the coefficients, 
we can only talk about an indication of the 
effect of this variable. The positive effect im-
plies that if companies used debt financing in 
the previous period, they are likely to use it 
in the following period as well, and the lev-
el of indebtedness will increase. On the con-
trary, the negative impact indicates the exact 
opposite, namely that if companies used debt 
financing in the previous period, they are un-
likely to use it in the following period and the 
amount of debt will thus decrease.

According to previous studies, profitabil-
ity should have a rather negative impact on 
the level of debt. This effect was found in 
medium-sized Slovak, Slovenian, Romanian 
companies and in large Czech, Slovenian 
and Bulgarian companies. The remaining 
impacts identified are positive. The negative 
effects of profitability are in line with the re-
sults of e.g. these studies Črnigoj, Mramor 
(2009), Hernádi, Ormos (2010, 2012), Mok-
hova, Zinecker (2013), Růčková (2015b, 
2017) and GDP growth rates with the stud-
ies Bastos et al. (2009), Bokpin (2009) and 
Jõeveer (2013). The negative effect means 
that if these companies are growing in prof-
its, the companies should prioritise rising 
profits as a source of financing, and the level 
of debt should therefore fall. For all compa-
nies except large Slovenian companies, the 
impact of profitability is also supported by 
the negative impact of GDP on debt. This 
impact is linked to the claim that, during 
a boom, companies usually grow profits, 
which are a suitable source of financing. As 
for the positive impact of profitability on the 
level of debt, here too most of the results are 
supported by the same effects in terms of the 

impact of GDP. These effects mean that, for 
example, in the case of economic growth, 
companies usually grow profits and thrive 
overall, which reduces the risk of bankrupt-
cy and therefore lenders are willing to lend 
them additional funds. The positive impact 
of profitability can be found, for example, in 
the studies of Klapper et al. (2002), Pinková 
(2012), Aulová, Hlavsa (2013), and Růčková 
(2015a, 2015b, 2017) and the GDP growth 
rates in the studies of Salehi and Manesh 
(2012), Mursalim, Kusuma (2017), and 
Yinusa et al. (2017).

All economies for which statistically sig-
nificant coefficients were found performed 
well for at least half of the period under re-
view. Economies such as Hungary, Romania 
and Slovenia were hit hard by the global 
financial crisis, which was still lingering at 
the beginning of the period under review, 
and the Hungarian and Romanian govern-
ments even had to seek financial assistance, 
but economic problems were overcome and 
Romania and Hungary grew during the peri-
od, on average over 2.5% per year. In some 
years, the rate was even over 5% and more. 
The Slovenian economy grew by an average 
of 1.7% per year, as in addition to the initial 
real property and mortgage crisis, the econ-
omy also went through a banking crisis. The 
remaining economies did not suffer the sig-
nificant effects of the global financial crisis 
– e.g. the Polish economy, as one of the few 
economies in the world, did not experience 
an economic downturn during the whole pe-
riod and showed a good growth rate through-
out the year, averaging 3.6% per year. The 
Bulgarian and Slovak economies grew on 
average 2.5% per year, and there were also 
no significant economic problems in these 
countries during the period under review. 
The Czech economy recorded a decline in 
2012/2013, when household consumption 
and investment fell in particular. However, 
apart from these years, year-on-year growth 
averaged around 3 %. In Austria, the devel-
opment of basic economic indicators (debt, 
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unemployment) was not favourable, but apart 
from the introduction of a deposit guarantee, 
the economy was no longer constrained. Due 
to the favourable economic development, 
companies were able to choose whether to 
use their own sources of financing or debt fi-
nancing. Economic conditions gave them the 
opportunity to do so.

In terms of liquidity, it depends on the size 
of the companies, as for medium-sized com-
panies the coefficients are very low, which 
is not uncommon for this determinant and is 
only an indication of the effect on the level 
of indebtedness. The negative impact clearly 
prevails here, which we can see in all cases 
in large companies, with the difference that 
in large companies the coefficients reach 

much higher values. The negative impact 
means that companies do not have highly 
liquid assets, as these assets are usually ac-
quired on debt. To confirm this statement, it 
would be appropriate to look at the detailed 
structure of the assets. There may also be 
conflicts between owners and managers and 
expropriation of owners, but this is unlikely 
to occur in all cases. The first explanation is 
far more likely. Unfortunately, the detailed 
structure of the assets was not analysed in 
this research. A negative result is followed 
by results such as Myers, Rajan (1998), Ma-
teev et al. (2013), Aulová, Hlavsa (2013), 
and Růčková (2015b).

The relationship between asset struc-
ture and debt levels should be positive for 

Table 7.  GMM results for medium-sized companies.
Medium-sized companies

DER(–1) ROE L2 SA NDTS GDP IR INF J-stat.

Total debt

CZ 0.0527a –0.0030a 5.1516a 32.9204a 173.0985a 0.4371

SK –4.9185a 0.0030a –8.1956a 551.9702b 0.2038

PL –0.0079b 3.2266a 8.5093c 52.1978a 112.1304a 0.3027

HU –0.0030a 0.0214b 2.2913b 35.8212a –68.5682b 0.0734

SI –2.2163a 6.0380c 111.9825a 0.2981

BG 0.0068b –0.0084a –6.7458a –1,306.0020b 0.5717

RO 0.0200a –1.9330a 5.9717a –108.3550a 102.2906a 0.4834

Short-term debt

CZ 0.0686a 1.4336a 22.5941a 90.7396a 0.4663

SK –4.5274a –0.0049b –107.6472a 1,167.4910a 0.1400

PL –0.0431a 5.4147b –6.9645a –86.8116a 62.2194a 0.1955

HU 0.0047a 2.6482a –0.0067a 2.1044b 7.2949a –38.0782b 0.2650

AT –0.0203a –15.4493a –7.3107c 129.9113a 0.2059

BG 0.0664a –0.0012a 12.6994a 0.5643

RO 0.0039b –1.5120a 3.0467b –2.3016a –173.4417a 0.5044

Long-term debt

CZ –0.0300a –0.0042b 4.6038b 20.7818b 40.7564c 0.5169

PL 0.0385a 1.6955a –3.5844a 44.4212a 32.0995b 0.1955

SI –0.0021a –0.1677c 2.7280a –1.5276a –4.9497c 0.1036

BG –0.0371b 21.7240a 849.1702a 27.0029b 0.5071

RO 0.0614a –0.4084b 3.3892c –4.7931a –6.0896a 0.1811

Source: authors’ calculations.

Symbols a, b and c indicate significance at 1%, 5% and 10%.
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long-term debt and negative for short-term 
debt, as reported by Klapper et al. (2002), 
Nivorozhkin (2002), Song (2005), Cheng, 
Shiu (2007), Mateev et al. (2013), and Vo 
(2017). The positive effect means that the 
higher the share of tangible fixed and total 
assets, the higher the value of debt. This rela-
tionship is based on the assumption that tan-
gible fixed assets can be used as collateral, 
usually for long-term debt, but not for short-
term debt. However, corporate reality is dif-
ferent from theory and collateral can often 
be used for short-term liabilities. Our results 
show that the level of corporate debt, regard-
less of the size and form of debt, is clearly 
positively affected by the structure of assets. 
If we look at the ratio of tangible fixed to 
total assets, the result is not surprising. This 
ratio is on average 71% for medium-sized 
companies and 68% for large companies. 
These are high values, from which it is clear 
that companies have a large amount of assets 
that they can use to secure when obtaining 
debt financing.

The non-debt tax shield should have a 
negative effect on the amount of debt. We 
confirmed this result in all cases except 
medium-sized and large Hungarian compa-
nies. A negative result follows the results of 
studies such as Wald (1999), Klapper et al. 
(2002), or Hernádi, Ormos (2012). Compa-
nies with negative coefficients benefit from 
depreciation, which serves as their own 
source of financing, and should therefore 
acquire more assets that can be depreciat-
ed and, if possible, assets that have higher 
depreciation rates. These are mostly fixed 
assets, of which companies have a large 
number, as mentioned in the influence of the 
asset structure. On the other hand, positive 
impacts have been found, for example, by 
Delcoure (2007), Hernádi, Ormos (2010), 
and Mokhova, Zinecker (2013). One pos-
sible explanation for the positive impact is 
roughly the same value of tangible fixed as-
sets and depreciation. If these two groups of 
assets were more or less equal, it would be 

more advantageous for companies to use col-
lateral than a non-debt tax shield. However, 
after an additional analysis, it was found that 
the value of tangible fixed assets and depre-
ciation did not equal or approach them. For 
medium-sized companies, the value of tangi-
ble fixed assets is about 4 times higher than 
the value of depreciation, for large companies 
this value is about 2 times higher. Therefore, 
the differences in tax regulations may explain 
this, as we do not have detailed internal ac-
counting of all Hungarian companies in which 
the answer could probably be traced.

Another determinant is the reference in-
terest rate, which was expected to have a 
negative impact on the level of debt. We see 
that the resulting impacts are diverse, but 
in terms of company size they agree. We 
see a negative impact on Polish, Romanian 
and Hungarian companies, regardless of 
size, and on medium-sized Bulgarian com-
panies. The result for Bulgarian companies 
is surprising and difficult to explain, as the 
average interest rate was very low – 0.05%. 
However, in the remaining economies, inter-
est rates were high, leading to higher debt 
financing costs, which meant lower debt. 
The Romanian reference interest rate aver-
aged 3.6% with a maximum of 6.3% (2010). 
The Polish interest rate averaged 2.5% with 
a maximum of 4.5% (2011). The Hungarian 
interest rate averaged around 3.1% with a 
maximum of 7% (2011). It is clear that the 
values are really high compared to the rest of 
the economies, but it must be added that they 
have been gradually declining since their 
peaks in 2010/2011 and the Hungarian inter-
est rate reached 0.9% at the end of the period 
analysed, which already has the advantage 
of lower debt financing costs. Unfortunate-
ly, interest rates were higher for most of 
the period under review, and their resulting 
development outweighed the resulting co-
efficient. The remaining economies have a 
positive impact on debt levels. The result 
is that interest rates were low in the econ-
omies. Slovakia and Slovenia are members 
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of the euro area and are therefore subject to 
the monetary policy of the European Central 
Bank, which sought to help economies as 
much as possible during the period under re-
view in the face of crises and economic prob-
lems, with an average reference interest rate 
of 0.3%. The Czech central bank also tried to 
help the economy and set interest rates very 
low, averaging 0.4%. Such low interest rates 
bring very low costs of debt financing, which 
thus becomes very attractive, and therefore 
the level of debt to companies has risen.

The inflation rate was expected to have 
a negative impact on long-term debt and a 
positive impact on short-term debt, as we 
saw in the studies of Gajurel (2006), Cheng, 
Shiu (2007), Hanousek, Shamshur (2014), 
Mokhova, Zinecker (2014), Öztekin (2015), 
and Yinusa et al. (2017). The resulting coef-
ficients for the impact of the inflation rate on 
the debt ratio for short-term debt meet our 

assumptions; however, for long-term debt, 
the results differ significantly from expecta-
tions. In almost all cases, we can observe a 
positive effect of the inflation rate on the level 
of debt. The positive impact is strange, as it 
tells us that debt levels rise as inflation rises. 
For short-term debt, the positive effect is jus-
tified, as short-term inflation can be linked to 
the interest rate (debt financing costs). How-
ever, this cannot be practised in the long run. 
In the previous paragraph, we discussed the 
level of reference interest rates in individual 
economies, which were very low, especially 
in some economies. The average inflation rate 
in selected countries ranged from 1.2 to 2. %. 
These are not high values, but even this infla-
tion rate could reduce interest rates to values 
where it was advantageous to buy more and 
more, and therefore there is a positive impact.

A brief summary is appropriate at the end 
of the subchapter. Regardless of the size of 

Table 8.  GMM results for large companies.
Large companies

Total debt

DER(–1) ROE L2 SA NDTS GDP IR INF J-stat.

Total debt

CZ –28.7690a –205.3771a –22.5093b 597.6002a 0.4391

SK –0.0466a 11.0080a –10.2300a 333 5051a –32.1580a 0.3821

SI 0.1642a –1.8513a 7.5260b 279.2540a 43.0938a 0.6131

RO 0.3749a 2.1641a –1.7661b 24,6207b 0.7172

Short-term debt

SK –6.8453a 35.7621a 186.1524a –316.3017a 0.4773

PL –0.0789c 15.1581c –291.4571b 147.7846a 0.9739

HU –44.8175a 82.4348a 36.9101a 0.6449

AT 0.9670a 3.9827a 177.7547a 1,520.1060a 118.9317b 0.0921

SI –0.0490a –2.0277a 7.5292a 175.9515a 0.2687

BG –0.0340a –2.1036a –25.2762c 18.9791b 0.1139

Long-term debt

CZ –23.8832a 9.4005c –174.6068a 317.0186a 63,2566c 0.1185

SK 0.0576a 57.7827a 144.8003a 72.1349a 0.2418

SI 0.6306a –1.9076a –3.5470a –23.7863a 10,6419a 0.3426

RO 0.8458a 9.6773c –21.0019a 0.4298

Source: authors’ calculations.

Symbols a, b and c indicate significance at 1%, 5% and 10%.
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the company, the main finding is that the 
level of indebtedness of companies in the 
Accommodation and food service activities 
sector is most influenced by the determinants 
of the external environment of companies. 
From the point of view of the level of coeffi-
cients, the influence of the reference interest 
rate clearly dominates, which has a negative 
effect on the indebtedness of Polish, Roma-
nian, Bulgarian and Hungarian companies 
and a positive impact on the indebtedness of 
the remaining companies. However, the im-
pact of economic development or inflation is 
not negligible. Compared to the least squares 
method, we obtained far more results from 
the original data, which at least partially 
showed us how the level of debt in selected 
companies could be affected. If we used only 
the least squares method, we would not come 
to any conclusions regarding the failure to 
meet a number of tests and assumptions.

5.  Conclusion

This research dealt with the financial structu-
re of companies from the industry Accom-
modation and Food Service activities. The 
analysed companies are located in eight 
selected European economies. Specifically, 
these were the Czech Republic, Slovakia, Po-
land, Hungary, Austria, Bulgaria, Romania, 
and Slovenia. The aim of this research was 
to determine whether profitability, liquidity, 
asset structure, non-debt tax shield, the GDP 
growth rate, inflation rate, and reference in-
terest rate affect the level of total, long-term 
and short-term debt. Within this goal, two re-
search questions were formulated:

 ● Are there differences in impacts in terms 
of the different maturities of the used fun-
ding sources?

 ● What impact does the price of financial ex-
ternal sources have on the used sources of 
financing?
A total of 23,991 companies were anal-

ysed, of which 22,973 are medium-sized and 

1,018 are large and very large companies. 
The companies were analysed for the period 
2010–2018. The least squares method and 
Generalized Method of Moments were used 
to determine the impacts of selected factors. 
It was a comparison of two regression analy-
ses. The research attempted to compare these 
two methods with regard to the difficulty of 
verifying their results from the point of view 
of plausibility. The resulting least squares 
models must meet several basic assump-
tions and tests, while the GMM method only 
needs to perform a single test after analysis.

Regarding the results of the comparison 
of the two selected methods, the modified 
regression analysis in the form of the Gen-
eralized Method of Moments is a far more 
suitable method than the least squares meth-
od. As stated in the theory, the GMM method 
has found its application mainly in the field 
of finance, which is clearly confirmed by 
this research. Compared to the least squares 
method, we obtained far more results from 
the original data, which at least partially 
showed us how the level of debt in selected 
companies could be affected. If we used only 
the least squares method, we would not come 
to any conclusions regarding the failure to 
meet a number of tests and assumptions. 
However, this is also a good finding, as it is 
so clear that this method is very unsuitable 
for corporate panel data analysis.

The results of the GMM method showed 
a number of relationships and the effects of 
individual determinants on the level of debt 
of selected companies. Given the number 
of determinants, economies and endoge-
nous variables, it is clear that the results are 
plentiful and cannot be summarised in a few 
sentences. However, the main finding of the 
research is that the level of indebtedness of 
selected companies is very significantly in-
fluenced by the determinants of the external 
environment of companies. From the point 
of view of the value of coefficients, the in-
fluence of the reference interest rate clearly 
dominates, while from the point of view of 
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the frequency of coefficients, the impact of 
the GDP growth rate is significant. However, 
the impact of the inflation rate is not negligi-
ble either.

With regard to the mentioned results, only 
the effects of economic development and 
reference interest rates are summarised here. 
The effects of the interest rate vary from one 
economy to another, but it can be stated that 
the direction of the impact more or less fol-
lows the basic assumption – the higher the 
cost of acquiring debt financing, the less we 
will acquire it. Therefore, the reference in-
terest rate has a positive impact on the lev-
el of indebtedness in economies that have 
been supported by central banks by keep-
ing interest rates zero or very low for most 
of the period under review. These are the 
Czech Republic (average rate during the ob-
served period 0.4%), Slovakia, Slovenia, and 
Austria (0.3%). On the other hand, in high-
er rate economies, the impact of the interest 
rate on the debt level was negative. These 
are Romania (3.6%), Hungary (3.1%), and 
Poland (2.5%). One exception is Bulgarian 
companies, which were found to have a neg-
ative impact, with an average reference in-
terest rate of almost – 0.05%. This may be 
due to the fact that the Bulgarian economy 
was doing relatively well and at such low 
rates, companies did not want to go into debt 
and preferred to use their own resources to 
finance investment activities. This is a wise 
decision, because in the event of a crisis, 
companies will not be over-indebted and will 

not have to run into existential problems.
The results for economic development 

were mixed, but at the same time the results 
for profitability were supported. For medi-
um-sized Slovak, Slovenian, Austrian and 
Romanian companies and for large Czech 
and Bulgarian companies, a negative im-
pact of GDP growth on the level of debt 
was found. The negative impact means that 
if these companies grow in profits (which 
is usually in times of economic prosperi-
ty), companies should prioritize rising prof-
its as a source of funding, and debt levels 
should therefore decline. A positive impact 
has been found in the remaining economies, 
which means that, for example, in the case 
of economic growth, where companies tend 
to grow profits and thrive overall, the risk of 
bankruptcy is reduced and lenders are will-
ing to provide additional funding. Both of 
these impacts are expected, as the selected 
economies performed well during the ana-
lysed period and there were no major eco-
nomic problems that would hit the country 
hard.
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Czech medium-sized companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 0.0023 –0.0287 –1.0000 –0.0123 –0.0118 –0.0054 0.0007 0.0003 0.0006

L2 0.0023 1 –0.0382 –0.0006 –0.0137 0.0141 0.0146 0.0001 –0.0001 0.0003

SA –0.0287 –0.0382 1 0.0154 –0.0273 –0.0118 –0.0173 –0.0021 –0.0083 0.0103

NDTS –1.0000 –0.0006 0.0154 1 0.0124 0.0115 0.0054 0.0001 0.0001 0.0001

GDP –0.0123 –0.0137 –0.0273 0.0124 1 –0.4625 0.1869 0.0016 0.0009 0.0018

IR –0.0118 0.0141 –0.0118 0.0115 –0.4625 1 0.3414 0.0076 0.0036 0.0100

INF –0.0054 0.0146 –0.0173 0.0054 0.1869 0.3414 1 0.0027 –0.0033 0.0117

DER 0.0007 0.0001 –0.0021 0.0001 0.0016 0.0076 0.0027 1 0.8901 0.5770

DER_L 0.0003 –0.0001 –0.0083 0.0001 0.0009 0.0036 –0.0033 0.8901 1 0.1414

DER_S 0.0006 0.0003 0.0103 0.0001 0.0018 0.0100 0.0117 0.5770 0.1414 1

Czech large companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0431 0.0310 0.0487 –0.0582 –0.0119 0.0866 0.7538 0.7166 0.5267

L2 –0.0431 1 –0.0806 –0.1347 0.0219 0.0272 –0.0038 –0.0246 –0.0221 –0.0230

SA 0.0310 –0.0806 1 0.1169 0.0132 0.0296 0.0041 0.0640 0.0612 0.0432

NDTS 0.0487 –0.1347 0.1169 1 0.0283 0.0376 0.0146 –0.0217 –0.0160 –0.0351

GDP –0.0582 0.0219 0.0132 0.0283 1 0.1871 –0.4625 –0.0640 –0.0606 –0.0457

IR –0.0119 0.0272 0.0296 0.0376 0.1871 1 0.3383 –0.0308 –0.0290 –0.0227

INF 0.0866 –0.0038 0.0041 0.0146 –0.4625 0.3383 1 0.0789 0.0765 0.0486

DER 0.7538 –0.0246 0.0640 –0.0217 –0.0640 –0.0308 0.0789 1 0.9817 0.5645

DER_L 0.7166 –0.0221 0.0612 –0.0160 –0.0606 –0.0290 0.0765 0.9817 1 0.3967

DER_S 0.5267 –0.0230 0.0432 –0.0351 –0.0457 –0.0227 0.0486 0.5645 0.3967 1

Slovak medium-sized companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 0.0005 0.0148 0.0086 –0.0157 0.0047 0.0112 –0.5516 0.0537 –0.5641

L2 0.0005 1 –0.0418 –0.0288 –0.0123 –0.0046 –0.0027 –0.0013 –0.0016 –0.0011

SA 0.0148 –0.0418 1 0.1998 –0.0038 0.0303 0.0246 –0.0003 0.0059 –0.0009

NDTS 0.0086 –0.0288 0.1998 1 0.0108 0.0271 0.0218 –0.0036 0.0038 –0.0040

GDP –0.0157 –0.0123 –0.0038 0.0108 1 0.1708 –0.1945 0.0017 –0.0363 0.0051

IR 0.0047 –0.0046 0.0303 0.0271 0.1708 1 0.6051 –0.0082 0.0023 –0.0085

INF 0.0112 –0.0027 0.0246 0.0218 –0.1945 0.6051 1 –0.0059 0.0043 –0.0064

DER –0.5516 –0.0013 –0.0003 –0.0036 0.0017 –0.0082 –0.0059 1 0.1911 0.9959

DER_L 0.0537 –0.0016 0.0059 0.0038 –0.0363 0.0023 0.0043 0.1911 1 0.1012

DER_S –0.5641 –0.0011 –0.0009 –0.0040 0.0051 –0.0085 –0.0064 0.9959 0.1012 1

Slovak large companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0565 –0.0568 0.0819 –0.0385 0.1249 0.0194 –0.0445 0.0605 –0.0452

L2 –0.0565 1 –0.1727 –0.1558 0.0316 0.0223 –0.0005 –0.0158 –0.0427 –0.0153

SA –0.0568 –0.1727 1 0.1144 –0.0437 0.0219 0.0559 0.0001 –0.0793 0.0009

NDTS 0.0819 –0.1558 0.1144 1 0.0212 0.0684 0.0484 –0.0163 –0.0311 –0.0160

Annex
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GDP –0.0385 0.0316 –0.0437 0.0212 1 0.1708 –0.1945 0.0333 0.0597 0.0326

IR 0.1249 0.0223 0.0219 0.0684 0.1708 1 0.6051 0.0030 –0.1044 0.0042

INF 0.0194 –0.0005 0.0559 0.0484 –0.1945 0.6051 1 –0.0488 –0.0704 –0.0481

DER –0.0445 –0.0158 0.0001 –0.0163 0.0333 0.0030 –0.0488 1 0.0277 0.9999

DER_L 0.0605 –0.0427 –0.0793 –0.0311 0.0597 –0.1044 –0.0704 0.0277 1 0.0168

DER_S –0.0452 –0.0153 0.0009 –0.0160 0.0326 0.0042 –0.0481 0.9999 0.0168 1

Polish medium-sized companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0013 –0.0232 0.0082 0.0160 –0.0194 –0.0047 0.0959 0.1151 0.0601

L2 –0.0013 1 –0.0369 –0.0191 0.0163 –0.0139 –0.0008 0.0055 0.0114 0.0000

SA –0.0232 –0.0369 1 0.0095 –0.0642 0.0908 0.0295 0.0240 0.0206 0.0212

NDTS 0.0082 –0.0191 0.0095 1 –0.0143 0.0177 –0.0030 0.0076 –0.0007 0.0121

GDP 0.0160 0.0163 –0.0642 –0.0143 1 –0.2234 0.1585 –0.0045 0.0036 –0.0095

IR –0.0194 –0.0139 0.0908 0.0177 –0.2234 1 0.8122 0.0057 –0.0038 0.0114

INF –0.0047 –0.0008 0.0295 –0.0030 0.1585 0.8122 1 0.0022 0.0002 0.0032

DER 0.0959 0.0055 0.0240 0.0076 –0.0045 0.0057 0.0022 1 0.8248 0.9067

DER_L 0.1151 0.0114 0.0206 –0.0007 0.0036 –0.0038 0.0002 0.8248 1 0.5093

DER_S 0.0601 0.0000 0.0212 0.0121 –0.0095 0.0114 0.0032 0.9067 0.5093 1

Polish large companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0034 –0.0534 0.0790 0.0152 –0.0746 –0.0752 0.5654 0.0426 0.5771

L2 –0.0034 1 0.0309 –0.0328 0.0157 –0.0284 –0.0380 0.0657 0.4169 –0.0015

SA –0.0534 0.0309 1 0.1552 –0.0337 0.0760 0.0435 –0.0616 0.0031 –0.0642

NDTS 0.0790 –0.0328 0.1552 1 0.0162 –0.0944 –0.0883 –0.0273 –0.0185 –0.0251

GDP 0.0152 0.0157 –0.0337 0.0162 1 –0.2234 0.1585 –0.0118 0.0530 –0.0210

IR –0.0746 –0.0284 0.0760 –0.0944 –0.2234 1 0.8122 –0.0314 –0.0764 –0.0197

INF –0.0752 –0.0380 0.0435 –0.0883 0.1585 0.8122 1 –0.0427 –0.0446 –0.0367

DER 0.5654 0.0657 –0.0616 –0.0273 –0.0118 –0.0314 –0.0427 1 0.2768 0.9871

DER_L 0.0426 0.4169 0.0031 –0.0185 0.0530 –0.0764 –0.0446 0.2768 1 0.1196

DER_S 0.5771 –0.0015 –0.0642 –0.0251 –0.0210 –0.0197 –0.0367 0.9871 0.1196 1

Hungarian medium-sized companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0005 –0.0084 –0.0114 0.0008 –0.0018 –0.0108 0.3399 0.2381 0.3591

L2 –0.0005 1 –0.0649 –0.0254 –0.0075 0.0143 –0.0027 0.0009 0.0024 –0.0026

SA –0.0084 –0.0649 1 0.0247 –0.0294 0.0378 0.0158 0.0004 –0.0030 0.0074

NDTS –0.0114 –0.0254 0.0247 1 –0.0181 0.0228 0.0077 –0.0020 0.0004 –0.0059

GDP 0.0008 –0.0075 –0.0294 –0.0181 1 –0.7630 –0.6790 0.0135 0.0186 –0.0055

IR –0.0018 0.0143 0.0378 0.0228 –0.7630 1 0.7560 –0.0100 –0.0128 0.0019

INF –0.0108 –0.0027 0.0158 0.0077 –0.6790 0.7560 1 –0.0133 –0.0127 –0.0067

DER 0.3399 0.0009 0.0004 –0.0020 0.0135 –0.0100 –0.0133 1 0.9246 0.5753

DER_L 0.2381 0.0024 –0.0030 0.0004 0.0186 –0.0128 –0.0127 0.9246 1 0.2203

DER_S 0.3591 –0.0026 0.0074 –0.0059 –0.0055 0.0019 –0.0067 0.5753 0.2203 1
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Hungarian large companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0243 –0.1275 0.0674 0.1012 –0.0794 –0.1180 –0.3604 –0.3905 0.3257

L2 –0.0243 1 –0.1082 –0.1808 –0.0108 0.0345 0.0058 0.0190 0.0199 –0.0069

SA –0.1275 –0.1082 1 –0.0004 –0.0417 0.0516 0.0179 0.0846 0.0960 –0.1385

NDTS 0.0674 –0.1808 –0.0004 1 –0.0434 0.0317 0.0228 –0.0775 –0.0737 –0.0735

GDP 0.1012 –0.0108 –0.0417 –0.0434 1 –0.7630 –0.6790 –0.0342 –0.0348 –0.0010

IR –0.0794 0.0345 0.0516 0.0317 –0.7630 1 0.7560 0.0406 0.0429 –0.0221

INF –0.1180 0.0058 0.0179 0.0228 –0.6790 0.7560 1 0.0340 0.0379 –0.0463

DER –0.3604 0.0190 0.0846 –0.0775 –0.0342 0.0406 0.0340 1 0.9977 0.2960

DER_L –0.3905 0.0199 0.0960 –0.0737 –0.0348 0.0429 0.0379 0.9977 1 0.2301

DER_S 0.3257 –0.0069 –0.1385 –0.0735 –0.0010 –0.0221 –0.0463 0.2960 0.2301 1

Austrian medium-sized companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0007 –0.0029 0.0332 –0.0036 –0.0097 –0.0108 0.0009 –0.0001 0.0269

L2 –0.0007 1 0.0211 –0.0053 –0.0192 0.0041 0.0091 –0.0007 –0.0007 –0.0007

SA –0.0029 0.0211 1 –0.0113 0.0143 –0.0242 –0.0020 0.0055 0.0054 0.0042

NDTS 0.0332 –0.0053 –0.0113 1 0.0032 –0.0034 0.0012 –0.0023 –0.0025 0.0034

GDP –0.0036 –0.0192 0.0143 0.0032 1 0.1403 0.2905 0.0019 0.0015 0.0108

IR –0.0097 0.0041 –0.0242 –0.0034 0.1403 1 0.6509 0.0111 0.0116 –0.0096

INF –0.0108 0.0091 –0.0020 0.0012 0.2905 0.6509 1 0.0134 0.0135 0.0034

DER 0.0009 –0.0007 0.0055 –0.0023 0.0019 0.0111 0.0134 1 0.9994 0.3982

DER_L –0.0001 –0.0007 0.0054 –0.0025 0.0015 0.0116 0.0135 0.9994 1 0.3659

DER_S 0.0269 –0.0007 0.0042 0.0034 0.0108 –0.0096 0.0034 0.3982 0.3659 1

Austrian large companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 0.0115 –0.1165 0.0112 0.0384 0.0469 0.0144 0.0731 0.3061 0.0165

L2 0.0115 1 –0.0767 0.0167 –0.0021 0.1143 0.0456 0.0036 –0.0056 0.0047

SA –0.1165 –0.0767 1 –0.0263 0.0016 –0.0374 –0.0191 0.0110 –0.0373 0.0203

NDTS 0.0112 0.0167 –0.0263 1 0.0403 –0.0284 –0.0042 0.0075 –0.0098 0.0104

GDP 0.0384 –0.0021 0.0016 0.0403 1 0.1403 0.2905 –0.0372 –0.0277 –0.0357

IR 0.0469 0.1143 –0.0374 –0.0284 0.1403 1 0.6509 –0.0394 –0.0153 –0.0408

INF 0.0144 0.0456 –0.0191 –0.0042 0.2905 0.6509 1 –0.0421 0.0098 –0.0492

DER 0.0731 0.0036 0.0110 0.0075 –0.0372 –0.0394 –0.0421 1 0.6230 0.9860

DER_L 0.3061 –0.0056 –0.0373 –0.0098 –0.0277 –0.0153 0.0098 0.6230 1 0.4838

DER_S 0.0165 0.0047 0.0203 0.0104 –0.0357 –0.0408 –0.0492 0.9860 0.4838 1

Slovenian medium-sized companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0009 –0.0451 –0.0099 –0.0004 0.0259 0.0046 –0.9501 –0.9582 –0.1174

L2 –0.0009 1 0.0188 –0.0046 0.0247 –0.0123 0.0054 0.0002 0.0003 –0.0017

SA –0.0451 0.0188 1 0.0151 0.0016 0.0101 0.0220 0.0313 0.0322 –0.0064

NDTS –0.0099 –0.0046 0.0151 1 0.0112 –0.0136 0.0019 0.0066 0.0067 0.0009

GDP –0.0004 0.0247 0.0016 0.0112 1 –0.6065 –0.4957 0.0046 0.0037 0.0161
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IR 0.0259 –0.0123 0.0101 –0.0136 –0.6065 1 0.6096 –0.0331 –0.0323 –0.0218

INF 0.0046 0.0054 0.0220 0.0019 –0.4957 0.6096 1 –0.0138 –0.0121 –0.0317

DER –0.9501 0.0002 0.0313 0.0066 0.0046 –0.0331 –0.0138 1 0.9982 0.2884

DER_L –0.9582 0.0003 0.0322 0.0067 0.0037 –0.0323 –0.0121 0.9982 1 0.2303

DER_S –0.1174 –0.0017 –0.0064 0.0009 0.0161 –0.0218 –0.0317 0.2884 0.2303 1

Slovenian large companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 0.1178 –0.1819 –0.6938 0.1063 0.0028 –0.0469 –0.2792 –0.3889 –0.0972

L2 0.1178 1 –0.4641 0.1823 0.0561 –0.1570 –0.0981 –0.0883 –0.0806 –0.0655

SA –0.1819 –0.4641 1 –0.0673 0.0157 –0.0410 –0.0338 –0.0810 0.1160 –0.2156

NDTS –0.6938 0.1823 –0.0673 1 –0.0769 –0.0387 –0.0481 0.1506 0.2001 0.0602

GDP 0.1063 0.0561 0.0157 –0.0769 1 –0.6065 –0.4957 –0.0085 –0.0337 0.0150

IR 0.0028 –0.1570 –0.0410 –0.0387 –0.6065 1 0.6096 0.0354 0.0996 –0.0288

INF –0.0469 –0.0981 –0.0338 –0.0481 –0.4957 0.6096 1 –0.0370 0.0260 –0.0763

DER –0.2792 –0.0883 –0.0810 0.1506 –0.0085 0.0354 –0.0370 1 0.7740 0.8549

DER_L –0.3889 –0.0806 0.1160 0.2001 –0.0337 0.0996 0.0260 0.7740 1 0.3332

DER_S –0.0972 –0.0655 –0.2156 0.0602 0.0150 –0.0288 –0.0763 0.8549 0.3332 1

Bulgarian medium-sized companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0046 –0.0222 0.3368 0.0120 –0.0115 –0.0041 0.0321 0.0545 –0.0124

L2 –0.0046 1 –0.0247 –0.0268 0.0016 0.0027 –0.0032 0.0056 0.0100 –0.0027

SA –0.0222 –0.0247 1 0.0569 –0.0542 0.0898 0.0452 0.0128 0.0157 0.0033

NDTS 0.3368 –0.0268 0.0569 1 0.0087 0.0048 0.0193 –0.0026 –0.0014 –0.0031

GDP 0.0120 0.0016 –0.0542 0.0087 1 –0.3285 –0.3007 0.0022 0.0020 0.0015

IR –0.0115 0.0027 0.0898 0.0048 –0.3285 1 0.5802 0.0096 0.0022 0.0157

INF –0.0041 –0.0032 0.0452 0.0193 –0.3007 0.5802 1 0.0114 0.0082 0.0109

DER 0.0321 0.0056 0.0128 –0.0026 0.0022 0.0096 0.0114 1 0.8770 0.7472

DER_L 0.0545 0.0100 0.0157 –0.0014 0.0020 0.0022 0.0082 0.8770 1 0.3360

DER_S –0.0124 –0.0027 0.0033 –0.0031 0.0015 0.0157 0.0109 0.7472 0.3360 1

Bulgarian large companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0114 –0.1491 –0.0777 –0.0205 –0.0053 0.0336 0.3591 0.0599 0.7137

L2 –0.0114 1 0.0344 –0.0556 –0.0689 0.0069 0.0135 –0.0165 –0.0116 –0.0164

SA –0.1491 0.0344 1 0.0743 –0.0304 0.0699 0.0370 –0.0176 0.0534 –0.1389

NDTS –0.0777 –0.0556 0.0743 1 0.0130 0.0572 0.0290 –0.0912 –0.0686 –0.0829

GDP –0.0205 –0.0689 –0.0304 0.0130 1 –0.3285 –0.3007 0.0024 0.0254 –0.0414

IR –0.0053 0.0069 0.0699 0.0572 –0.3285 1 0.5802 –0.0568 –0.0768 0.0113

INF 0.0336 0.0135 0.0370 0.0290 –0.3007 0.5802 1 –0.0180 –0.0539 0.0580

DER 0.3591 –0.0165 –0.0176 –0.0912 0.0024 –0.0568 –0.0180 1 0.9059 0.6252

DER_L 0.0599 –0.0116 0.0534 –0.0686 0.0254 –0.0768 –0.0539 0.9059 1 0.2360

DER_S 0.7137 –0.0164 –0.1389 –0.0829 –0.0414 0.0113 0.0580 0.6252 0.2360 1
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Romanian medium-sized companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0003 –0.0182 0.0030 0.0163 –0.0115 –0.0086 0.2248 0.1713 0.1838

L2 –0.0003 1 –0.0044 –0.0048 0.0094 –0.0051 –0.0002 0.0053 0.0125 –0.0001

SA –0.0182 –0.0044 1 0.1383 –0.0619 0.0629 0.0560 –0.0036 0.0158 –0.0126

NDTS 0.0030 –0.0048 0.1383 1 –0.0137 0.0224 0.0205 –0.0003 –0.0034 0.0014

GDP 0.0163 0.0094 –0.0619 –0.0137 1 –0.8043 –0.6293 0.0028 –0.0001 0.0035

IR –0.0115 –0.0051 0.0629 0.0224 –0.8043 1 0.8229 0.0047 0.0063 0.0025

INF –0.0086 –0.0002 0.0560 0.0205 –0.6293 0.8229 1 0.0057 0.0076 0.0029

DER 0.2248 0.0053 –0.0036 –0.0003 0.0028 0.0047 0.0057 1 0.5911 0.9071

DER_L 0.1713 0.0125 0.0158 –0.0034 –0.0001 0.0063 0.0076 0.5911 1 0.1966

DER_S 0.1838 –0.0001 –0.0126 0.0014 0.0035 0.0025 0.0029 0.9071 0.1966 1

Romanian large companies

 ROE L2 SA NDTS GDP IR INF DER DER_L DER_S

ROE 1 –0.0123 –0.0926 0.0054 –0.0167 –0.0137 –0.0172 0.4019 0.0361 0.3041

L2 –0.0123 1 –0.1636 –0.0495 –0.0078 –0.0239 –0.0273 –0.0084 –0.0036 –0.0105

SA –0.0926 –0.1636 1 –0.0588 0.0006 –0.0187 –0.0072 –0.0331 –0.0561 –0.0212

NDTS 0.0054 –0.0495 –0.0588 1 –0.0262 –0.0001 –0.0125 0.0005 0.0132 0.0052

GDP –0.0167 –0.0078 0.0006 –0.0262 1 –0.8043 –0.6293 –0.0487 –0.0231 –0.0585

IR –0.0137 –0.0239 –0.0187 –0.0001 –0.8043 1 0.8229 0.0720 0.0562 0.0699

INF –0.0172 –0.0273 –0.0072 –0.0125 –0.6293 0.8229 1 0.0777 0.0556 0.0793

DER 0.4019 –0.0084 –0.0331 0.0005 –0.0487 0.0720 0.0777 1 0.3084 0.9178

DER_L 0.0361 –0.0036 –0.0561 0.0132 –0.0231 0.0562 0.0556 0.3084 1 0.2166

DER_S 0.3041 –0.0105 –0.0212 0.0052 –0.0585 0.0699 0.0793 0.9178 0.2166 1


